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Artificial learning systems remain extremely simple compared to
their biological counterparts.

(Macaque brain long-distance network, Modha and Singh, 2009)
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The Netflix Prize started in October 2, 2006, was won in
September 2008 by “BellKor’s Pragmatic Chaos”.

... we use a set of diverse state-of-the-art collaborative
filtering (CF) algorithms, which include: SVD,
Neighborhood Based Approaches, Restricted Boltzmann
Machine, Asymmetric Factor Model and Global Effects.
We show that linearly combining (blending) a set of CF
algorithms increases the accuracy and outperforms any
single CF algorithm.

(Jahrer et al., 2010)
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Flower classification (Gehler and Nowozin, 2009).

Single features
Method Accuracy
Colour 60.9 ± 2.1
Shape 70.2 ± 1.3
Texture 63.7 ± 2.7
HOG 58.5 ± 4.5
HSV 61.3 ± 0.7
siftint 70.6 ± 1.6

Combination methods
Method Accuracy
Product 85.5 ± 1.2

Averaging 84.9 ± 1.9
CG-Boost 84.8 ± 2.2

MKL (SILP) 85.2 ± 1.5
MKL (Simple) 85.2 ± 1.5

LP-β 85.5 ± 3.0

Pedestrian vs. background, INRIA dataset (MASH experiments).

Number of weak learners
30 300 3000

Best family 4.06% (0.31) 1.43% (0.14) 1.04% (0.07)
19 families 3.65% (0.53) 0.69% (0.08) 0.30% (0.05)
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We tried to solve the Synthetic Visual Reasoning Test using
Boosting and (1) Pixel counting, (2) Group 1 + Edge-like, (3)
Group 2 + Fourier-like.
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So, complex learning systems are worth investigating. Should we
envision ML software as engineering mega-projects ?
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Unfortunately, development of ML software involves specific
engineering difficulties:

- Specifications involve a very complex object (data set,
real-world POMDP)

- Limited understanding beyond rough behaviors:
Convergence, over-fitting, cost, some invariance.

- Resulting algorithms combine very large numbers of (simple)
cues. The emerging behavior is of a different nature.

We often have no idea why it truly works (buggy code sometime
works as well ...)
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Developing ML-based methods for applications is a meta-learning
algorithm.

Developers go back and forth between identifying mistakes
(High-frequencies patterns generate false alarms!), fixing them
(Let’s add features to detect high frequency blobs), repeat (we do
not detect bald people! Let’s add features to pick roundish
shapes), and repeat (now we are over-fitting! Let’s add a penalty!)

This is similar to Boosting or SVM: At any moment, the most
severe errors drive greedy changes in the constructed predictor.

Human are super-optimizers seeing (a bit) more than the gradient.
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The MASH project is a European research initiative motivated by
these observations.

- Machine learning lacks tools to rationalize the design of very
complex architectures.

- Combining multiple feature extractors and prediction methods
improves performances.

- Internet based collaborative tools allow large teams of
individuals to work together.

We want to create new tools for designing complex learning
systems in a collaborative manner.
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The project focuses on the design of very large families of feature
extractors.
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The feature vectors produced by multiple extractors are combined
and fed to a machine learning algorithm.

Copyright c© 2011 Idiap – www.idiap.ch The MASH Project 10

Objectives
Feature extraction



The collaborative design is organized on a web platform
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The consortium selects the ML algorithms and experiments.
External contributors design feature extractors in C++.
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The initial application is image classification

MNIST INRIA pedestrians

Caltech 256 CIFAR-10
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But the platform will soon includes goal-planning tasks.

3D simulator Robotic arm
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The project’s objectives are to:

- Create tools to help the collaborative development of large
families of feature extractors (open platform, metric,
clustering).

- Develop ML methods to use them (very large dimension).
- Measure performance on image classification and goal

planning.
- Deliver to the community an open platform, open-source

implementations of novel algorithms, new data-sets.

The long-term goal is to create a new domain of “feature extractor
mining”.
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We define the concept of “Heuristic”, a feature extractor with a
persistent state.

...

Sequence

Its core function is to compute a vector of features, for a certain
sub-window size, at a given location in an image.
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This definition can be applied to multiple contexts.

...

Time

Classification Detection Goal-planning
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The project’s web platform is operational at

http://mash-project.eu/

Contributors can create user accounts and upload as many
heuristics as they want. The platform tests that they compile, runs
a few experiments to evaluate their performance, and ranks them.

Each heuristic can be
- Private: The source remains undisclosed, but only

small-scale experiments can be scheduled.
- Public: The source is distributed under the GPL v2, and the

heuristic is enrolled in large-scale experiments and may
participate to contests.
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We recently launched a three-tracks heuristic design contest.

The protocol for each track is similar:

- We pre-trained a strong classifier composed of N stumps
selected with Adaboost, using all the consortium heuristics.

- For each participating heuristic, we add M additional stumps
using that heuristic alone.

- The final performance is the reduction of the test error.

The data-set for that first contest is CIFAR-10. The three tracks
correspond to N = 0, 100, and 10,000 respectively, and M = 100.
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The best heuristic will be selected at the end of every month in
each track, and added to the pool of heuristics used to train the
strong classifier.

This process will ensure that the optimal modalities to exploit
evolve over time.

To evaluate the “design over-fitting”, we kept 1/5 of the standard
CIFAR training set as a validation set.
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The platform is still young, and in development on many fronts:

- Goal-planning contest.
- Deployment of new prediction algorithms (feature selection

and Boosting in high-dimension).
- Development toward education.
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THANK YOU
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