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Motivation

Complexity in Machine Learning

Artificial learning systems remain extremely simple compared to
their biological counterparts.

(Macaque brain long-distance network, Modha and Singh, 2009)
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Motivation

Complexity in Machine Learning

The Netflix Prize started in October 2, 2006, was won in
September 2008 by “BellKor's Pragmatic Chaos”.

... we use a set of diverse state-of-the-art collaborative
filtering (CF) algorithms, which include: SVD,
Neighborhood Based Approaches, Restricted Boltzmann
Machine, Asymmetric Factor Model and Global Effects.
We show that linearly combining (blending) a set of CF
algorithms increases the accuracy and outperforms any
single CF algorithm.

(Jahrer et al., 2010)
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Motivation

Complexity in Machine Learning

Flower classification (Gehler and Nowozin, 2009).

Single features Combination methods
Method Accuracy Method Accuracy
Colour 60.9 + 2.1 Product 85.5 +1.2
Shape 70.2 +£1.3 Averaging 84.9+1.9
Texture 63.7 £ 2.7 CG-Boost 84.8 2.2

HOG 58.5 +4.5 MKL (SILP) 852+ 1.5
HSV 61.3+0.7 MKL (Simple) ~ 85.2 4+ 1.5
siftint 70.6 £ 1.6 LP-8 85.5 + 3.0

Pedestrian vs. background, INRIA dataset (MASH experiments).

Number of weak learners
30 300 3000
Best family 4.06% (0.31) 1.43% (0.14) 1.04% (0.07)
19 families 3.65% (0.53) 0.69% (0.08) 0.30% (0.05)
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Motivation
Complexity in Machine Learning
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Feature groups

We tried to solve the Synthetic Visual Reasoning Test using
Boosting and (1) Pixel counting, (2) Group 1 + Edge-like, (3)
Group 2 + Fourier-like.
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Motivation

Complexity in Machine Learning

So, complex learning systems are worth investigating. Should we
envision ML software as engineering mega-projects ?
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Motivation
The Fog of Machine Learning

Unfortunately, development of ML software involves specific
engineering difficulties:
- Specifications involve a very complex object (data set,
real-world POMDP)

- Limited understanding beyond rough behaviors:
Convergence, over-fitting, cost, some invariance.

- Resulting algorithms combine very large numbers of (simple)
cues. The emerging behavior is of a different nature.

We often have no idea why it truly works (buggy code sometime
works as well ...)
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Motivation
The Fog of Machine Learning

Developing ML-based methods for applications is a meta-learning
algorithm.

Developers go back and forth between identifying mistakes
(High-frequencies patterns generate false alarms)), fixing them
(Let's add features to detect high frequency blobs), repeat (we do
not detect bald people! Let's add features to pick roundish
shapes), and repeat (now we are over-fitting! Let's add a penalty!)

This is similar to Boosting or SVM: At any moment, the most
severe errors drive greedy changes in the constructed predictor.

Human are super-optimizers seeing (a bit) more than the gradient.
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Motivation
The MASH project

The MASH project is a European research initiative motivated by
these observations.

- Machine learning lacks tools to rationalize the design of very
complex architectures.

- Combining multiple feature extractors and prediction methods
improves performances.

- Internet based collaborative tools allow large teams of
individuals to work together.

We want to create new tools for designing complex learning
systems in a collaborative manner.
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Objectives

Feature extraction

The project focuses on the design of very large families of feature
extractors.

TRAINED

- — —=> GO_FORWARD
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SIGNAL

The feature vectors produced by multiple extractors are combined
and fed to a machine learning algorithm.

Copyright © 2011 Idiap — www.idiap.ch The MASH Project 10



Objectives

Collaborative platform
The collaborative design is organized on a web platform

WEB PLATFORM

TRAINED

PRECICTOR -

TRAINED

PREDICTOR

CONSORTIUM  ———= CONTRIBUTORS
TRAINED

PREDICTOR

TRAINED
PREDICTOR

It
1

WIKI MINING
FORUM TOOLS

The consortium selects the ML algorithms and experiments.
External contributors design feature extractors in C++.
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Objectives

Test applications
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Objectives

Test applications

3D simulator Robotic arm

Copyright © 2011 Idiap — www.idiap.ch The MASH Project 13 S


file:videos/MASH_simulator.mov;-xy 1.0

Objectives

Test applications

The project’s objectives are to:

- Create tools to help the collaborative development of large
families of feature extractors (open platform, metric,
clustering).

- Develop ML methods to use them (very large dimension).

- Measure performance on image classification and goal
planning.

- Deliver to the community an open platform, open-source
implementations of novel algorithms, new data-sets.

The long-term goal is to create a new domain of “feature extractor
mining”.
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Heuristics

Introduction

We define the concept of “Heuristic”, a feature extractor with a
persistent state.

s

%quence

Its core function is to compute a vector of features, for a certain
sub-window size, at a given location in an image.
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Heuristics

Introduction

E I K I S e

Classification Detection Goal-planning
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Contrlbutmg

Introduction

The project’s web platform is operational at
http://mash-project.eu/

Contributors can create user accounts and upload as many
heuristics as they want. The platform tests that they compile, runs
a few experiments to evaluate their performance, and ranks them.

Each heuristic can be

- Private: The source remains undisclosed, but only
small-scale experiments can be scheduled.

- Public: The source is distributed under the GPL v2, and the
heuristic is enrolled in large-scale experiments and may
participate to contests.

Copyright © 2011 Idiap — www.idiap.ch The MASH Project 17 S



Contributing

Tools: heuristics

@ MASH

News

All the heuristics

Documentation

Display.  All the heuristics My public heuristics

AIABCDEFGHIJKLMNOPQRSTUVWXYZ

Downloads

My private heuristics

Logged in as johndoe | - Inbax (0) | Logout

Members Forum Heuristics Experiments Contests

Upload a new heuristic file: Browse... | Uplo

serch

43 heuristics

USERNAME NAME RANK  #VERSIONS DESCRIPTION UPLOAD
Ghecks whether ine difference of a pixel value to the
AndreBeinrucker | simple_pixel_diference 1 value of the neighbor pixl s higher than a May8, 2011, 8:57 pm
threshold
Gomputes the linear Hough transform of he rzgion
cdubout houghi3 1 o puigplheline el April 20,2010, 12:35 p.m.
Haar ransfarm heuistic, Computes the 2D haar
s = i transform of the region of interest (all levels). o A0 IR,
Same as the mashiidenty heuristc sxcaptthat it )
G Ty g returns RGB values instead of grayscale 280, TG L
Segment the gray-scale image pixels info 2
cdubout segmentation2 1 calegories, the ones above {he averags intensiy, | Sept 26, 2010, 11:57 pm
andihe ones below.
Segment he ray-scale image intensities into 8
cdubout segmentations 1 bins with squal number of pixels in each. Retums | Sept 27, 2010, 10:28 am
the indsx of he bins in which a new pixel fals
Strongly blurred gradisnt magnituds imagss for 8
cdubout hogblurredis 1 difisent gradient orientations (alsorescales the | Sept 28, 2010, 1248 pm
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Contributing

Tools: heuristics

@ MASH

News Documentation Downloads Members Forum Heuristics Experiments Contests

My private heuristics Upload a new heuristi file: Browse... | Upload
Display: Allthe heuristics My public heuristics My private heuristics Search

Logged in as johndoe | (- Inbox (0) | Logout

AIABCDEFGHIJKLMNOPQRSTUVWXY?Z 6 heuristics
NAME RANK  #VERSIONS UPLOAD DATE TooLs
average2 - 0 Sept. 28,2010, 3:34 p.m. e
blobs - 0 March 1,201, 410 pm Ve
This heuristic looks at 1 blocks of grayscal pixsls and returns
closerpixel - 0 the index of the one which is the claser (intensit-wise) ofthe | Feb. 16,2011, 245 pm Ve
center one
identity - 0 Dec. 8, 2010, 7:30 am. >4
This heuristic looks at 1 blocks of grayscal pixsls and returns
Tartherpixel - 0 the index of the one which is the farther (intensity-wise) ofthe | Feb. 16,2011, 247 pm e
center one
rgbhistogram - 0 fahfghight Feb. 18,2011, 10.03 am >
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Contributing

Tools: heuristics

Please confirm your choice: upload a heuristic

By uploading Material and Contributions on the MASH platformwebsite, you grant
institute the right to;

« Compile it
Link the resuiting binary with other binary files and
* Run the resulting executable

You alsa grant the [d h_institute the right to use the experimental
results obtained by running this executable (error rates and various performance
measures) without limit in time:

“You are entitled, at any time, to ask [diap r ch institu 0 delete the Material
and Contributions from the servers. At that moment, you alsa remove the
granting mentioned above. For technical reasons, Idl
able to remove information under its control and the deletion may take a
reasonable period of tme before being processed. You understand that the
Material and Contributions will be deleted from everywhere [di

is entitied and has access to. You agree not to hold [di
itute responsible in any way for damages or Inconveniences due to the
impassibility to delete the Material and Contribution which the Institute is not
entitled to or has not access to
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Contributing

Tools: heuristics

Logged in as johndoe | (- Inbox (0) | Logout

® MASH
b

News Documentation Downloads Members Forum Heuristics Experiments Contests

Your heuristic is being tested

Results:
y, StES waiting
Compilation
Analyze
Test
Evaluation
zk S
Author:  johndoe
Upload date:  June7,2011, 5:09 p.m.
Accessibiliy:  Private
Contributor

+Source code
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Contributing

Tools: heuristics

Logged in as johndoe | (- Inbox (0) | Logout

® MASH
b

News Documentation Downloads Members Forum Heuristics Experiments Contests

Your heuristic is being tested

Results:
Status started
%, Compiation: i<
Analyze oK
Test oK
Evaluation:  In progress
zk S
Author:  johndoe
Upload date:  June 7,201, 5:09 p.m.
Accessibiliy:  Private
Contributor

+Source code
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Contributing

Tools: experiments

@ MASH

Public experiments

Display. The i My private

AIABCDEFGHIJKLMNOPQRSTUVWXYZ

#

News Documentation Downloads Members Forum Heuristics

Logged in as johndoe | - Inbax (0) | Logaut =

Experiments

Contests

+ Schedule a new private experiment

search

18 experiments

DETAILS PREDICTOR RESULTS CREATIONDATE STARTDATE DURATION
HEURISTICS
public/classification R
impleadabiest: | classitcation | mnist (10 1abels) | rancoisfieurstisimplsadaboost | 43 B || CEEhaN. | . minuts, 52
00:26:18.021047
public/classification PV
fimploadaboost: | Glassifcation | muist (101abels) | rancoisfleuretisimpleadaboost | 42 Ol | My 2L 2001, | May 282000\ minutes, 40
23:54:55.799849 seconds
publiciclassification P
Iisimpleadaboost- 075%/ May 24, 2011, | May 24,2011, .
mnisti2011.05.24 Classification | mnist (10 labels) | francoisfleuret’'simpleadaboost 4 1.65% 514am. Fil A m;g‘:‘;:d‘
14:27.878822
public/classification 14 hours, 35
Iisimpleadaboost- 074% /1 May 23,2011, | May 23,2011, .
mnisti2011-05.23 CGlassification | mnist (10 labels) | francoisfleuret’'simpleadaboost 40 163% 238 p.m. 238pm. m;r;lél:"sagzt
:38:06.722241
public/classification - -
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Contributing

Tools: experiments

® MASH
b

News Documentation Downloads Members Forum Heuristics Experiments Contests

Logged Inas jondae | - Inbox (0) | Logaut |

Heavy/base [*]

Infos
Task: Classification
Type: Base experiment of the contest Heavy
Status: Done
Greation date: Apil 15, 2011, 5:03 p.m
Start date:  April 15,2011, 5:03 p.m.
Duration: 1 day, 19 hours, 46 minutes

Database

Name: ~cifar-10
Training ratio: Defined by the database
Used labels: Al (10 labels)

Classifier
Name: cdubout/adaboost_mh

Heuristics
cduboutifourier/2
cdubout/haar
cdubout/hog/s
cdubout/hoghlurred/s
cdubout/hough/3
cduboutiidentity
cdubout/segmentation?
cdubout/segmentations
dubecmar/normalization
francoisfleuret/average
francoisfleuret/hoxedaverages/3
francoisfleuret/chamferzk/d =l
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Contributing

Tools: experiments

MASH

News Documentation Downloads Members Forum Heuristics Experiments Contests

Schedule a private experiment

Classification | Object detection  Goal-planning

Name:
The name of the experiment (Isave smpty for an auto-gensrated ons)

Database
The Calltech 256 Dataset, a collection of 30607 images, with 256 labels.

Labels: Selected: 0/256 [selectall]
airplanes B
aka7
american-flag
backpack
baseball-bat
baseball-glove
basketball-hoop

bat

bathtub
bear -
The list of labels used in the sxperiment

Use standard sets: []
Indicates ifthe standard training and testimage sets defined bythe database mustbe
used

Training ratio 05
Ratio of the objects used for fraining (between 0.0 and 1.0y

Copyright © 2011 Idiap — www.idiap.ch The MASH Project
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Contributing

Tools: experiments

Training ratio:

Predictar:

Heuristics:

Copyright © 2011 Idiap — www.idiap.ch

used

05

Ratio of the objects used for fraining (between 0.0 and 1.0y

cduboutjnaive_bayes -

Naive Baye's classifier. Assume that the features are independent and can be well

approximated by a gaussian

Your heuristics:

average
average?
blobs
closerpixel
fartherpixel
identity
rgbhistogram
zk

Other public heuristics

andrebeinrucker/simple_pix
edubout/fourier
cdubouthaar

cdubout/hog
cdubout/hogblurred
cdubout/hough
cdubout/identity
cdubout/mb_ilbp
cdubout/segmentation2
cdubout/segmentations

2dd =]
<< remove]

Selected: 0/50

[show all versions]

The heuristics thatwill bs used in the sxpsrimsnt Note that you can only select 3 public

heuristics!

Schedule

The MASH Project

Cancel

[l



Contributing

Tools: instruments

Training error: 1.71%
Test error: 31.96%
- Features used

cdubout/fourier2 1739/3192
cdubout'haar 40174096
cduboutthog/6 94972000
cdubout’hogblurred/4 358/2048
cdubouthough/3 277/1183
cdubout/identity 391/3267
cdubout'segmentation2 7/1083
cdubout/segmentation8 132/1083
dubecmar/mormalization 31/1089
francoisfleuret/average 1/1
francoisfleurevboxedaverages3  115/1000
francoisfleuret/chamferzk/4 32778712
francoisfleurevzk/d 326/1000
gilleshlanchard/blockwise 73/100
johndoe/average 0/1
kanmalblobs 164/1089
kanmalcloserpixel 371/961
kanmafartherpixel 305/961
kanmalgrayscale histogram 117256
kanmalrgbhistogram 105/512
leonidas/dt_hogs10 815/1764
leonidas/dt_hogsé 216/324
leonidas/rgh_hogs 285324
leonidas/simple_color_hist 33
Imerchante/edgessymmetryax 6/10
Imerchante/gradient 109/1089
Imerchante/symmetript 4
Imerchante/symmetryaw/3 10/10
Imerchante/thresholdgradient 1/1089
mashidentity 62/1089
mash/meanthreshold 9/1083
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Contributing

Tools: instruments

Imerchante/symmetryax/3 10/10 =)
Imerchante/thresholdgradient 1/1083
mash/identity 62/1089
mash/meanthreshold 9/1089

- Correct classifications

Display help

airplane
automobile
bird

cat

deer

dog

frog

horse

ship

truck

+Incorrect classifications

+ Worst mistakes
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Contributing

Tools: instruments

]
- Incorrect classifications
Display help
View incarrect classifications far labe! fcat
dog (34.63%)
bird (14.07%)
automobile (2.41%)
ship (2,41%)
deer (13.70%)
truck (5.74%)
airplane (6.30%)
frog (11.67%)
horse (3.07%)
=
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Contrlbutlng

Tools: instruments

- Worst mistakes

Label airplane

Warst false positives

M.
e~ @
Ty TN
FEECE]

Worst false negatives

Label automobile

Warst false positives

QR
=
NERKE J

EEEOE
BEHIEE

Worst false negatives

Label bird

Warst false positives

EdFad
SN

Worst false negatives
o —— v - =
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Contributing

Tools: clustering

HEURISTIC USTERID

examplesfidentity

francoisfleuretiaverage

francoisfleuretiboxedaverages

Kanmanblobs

cdubootfourier

cduboothaar

cduboothog

francoisfleuretizk

Kanmaicloserpixel

kanmafatherpixel 2

kanmalgrayscalehistogram

Imerchante/edgessymmetryax

Imerchante/gradient

Imerchante/symmetript

Imerchantefhresholdgradient

cduboot hogblurred

cduboothough 3
Imerchante/symmetryax
cdubootisegmentation2
cdubootisegmentation8 .

examples/mean_threshold

francoisfleuretichamferzk
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Contributing

Tools: clustering

150

-100
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& cdubool_fourier
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5 kanma_fatnerpieel SRR s L
10 caunoot_nougn ()4 kanma_closerpisel
15 FrancoisFleurs!_chamierzk
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Contributing

Contests

We recently launched a three-tracks heuristic design contest.

The protocol for each track is similar:
- We pre-trained a strong classifier composed of N stumps
selected with Adaboost, using all the consortium heuristics.

- For each participating heuristic, we add M additional stumps
using that heuristic alone.

- The final performance is the reduction of the test error.

The data-set for that first contest is CIFAR-10. The three tracks
correspond to N = 0, 100, and 10, 000 respectively, and M = 100.
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Contributing

Contests

-
o
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Pre—existing heuristics Contestant heuristic

$ Heuristic
performance

N~
/
Number of stumps
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Contributing

Contests

The best heuristic will be selected at the end of every month in
each track, and added to the pool of heuristics used to train the
strong classifier.

This process will ensure that the optimal modalities to exploit
evolve over time.

To evaluate the “design over-fitting”, we kept 1/5 of the standard
CIFAR training set as a validation set.
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Conclusion

Future

The platform is still young, and in development on many fronts:

- Goal-planning contest.

- Deployment of new prediction algorithms (feature selection
and Boosting in high-dimension).
- Development toward education.

2 F. Fleuret, P. Abbet, C. Dubout, and L. Lefakis. The MASH project. In Proceedings of the
European Conference on Machine Learning and Principles and Practice of Knowledge
Discovery in Databases (ECML/PKDD), pages 626—629, 2011

% C. Dubout and F. Fleuret. Tasting families of features for image classification. In
Proceedings of the IEEE International Conference on Computer Vision (ICCV), 2011. To
appear

2 C. Dubout and F. Fleuret. Boosting with maximum adaptive sampling. In Proceedings of
the Neural Information Processing Systems Conference (NIPS), 2011. To appear
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